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#### Abstract

New developments in laser anemometry which are based on digital technologies of input and processing of images using CCD chambers and personal computers are analyzed. The capabilities of digital dynamic speckle photography are illustrated by the intensity fields obtained for surface blood flow in biotissues. Twophase flows are investigated with the use of a new PIV technique. New developments in the field of laser anemometry which are based on the use of coherent optical Doppler processors and enable us to pass from the local diagnostics to the diagnostics of two-dimensional fields of velocity and its visualization are described.


Introduction. Over a long period of time, laser-anemometry methods in investigation of gasdynamic flows have been confined to the use of laser Doppler anemometers based on recording of the Doppler shift of the frequency of laser radiation which is scattered by visualizing particles specially added to the flow under study and moving with the medium in a separated microvolume [1]. At the same time, multiple attempts at directly photographing visualizing particles in a separated plane to simultaneously determine the two-dimensional field of velocity of flow had been made even before the appearance of lasers [2]. At a later time, this technique received the name "track method." (In the English-language scientific literature, this method was called "tracer photography." The term "PTV" (Particle Tracking Velocimetry) is used as present.) The use of laser illumination in analogous experiments ("laser-knife method") and the progress made in coherent optical processing of the images obtained ("Young method of interference fringes") led to a both a significant improvement in the accuracy of processing of the images obtained and the possibility of accumulating large arrays of experimental information with its automated processing (both are necessary for construction of two-dimensional fields of velocities of the flows under study with a high spatial resolution). In the first publications on the new laser anemometry based on the coherent techniques of processing of images, the methods used were called "speckle anemometry in scattered light" and "speckle photography" [3-5]. At a later time, these methods received the name PIV. (The term "PIV," an acronym for "Particle Image Velocimetry," is widely used now not only in the Eng-lish-language literature but also in the French, German, Japanese, and other languages. The translation of the term into the Russian language has no convenient acronym; therefore, it is proposed that the term "PIV" be also used in the Russian language by analogy with others in word combinations of the type "PIV methods," "PIV technique", etc. This will continue the tradition of using the agreed-upon term speckle in Russian (just as in other languages) in word combinations of the type speckle photography, speckle interferometry, speckle technique, etc. We note that this terminology also differs from that initially proposed in the Russian literature - interferometry in diffuse light, see [6]. Particle image velocimetry (particle image anemometry) is a currently widespread and rapidly developing method of measurement of the velocity fields of particles in liquid and gas flows (see [7-12]). The complete PIV bibliography encompasses several thousands titles today. The present paper seeks to describe results of development of the PIV technique at the Institute of Thermal Physics of the Siberian Branch of the Russian Academy of Sciences, the Moscow Power Institute (Technical University), and the Heat and Mass Transfer Institute of the National Academy of Sciences of Be-
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Fig. 1. Geometry of illumination in the "standard" PIV technique (a) [1) laser; 2) "laser knife"; 3) flow under study; 4) representing lens; 5) image plane] and basic methods of processing of PIV pictures (speckle fields) (b).
larus (these results have been obtained in carrying out the INTAS project "Novel PIV Systems in Fluid Mechanics Measurements" ${ }^{*}$ ).

Basic Principles of the PIV Technique. The "standard" PIV technique is based on an analysis of the displacement of the images of particles visualizing the flow under study in a time interval between successive frames in filming of these particles in a separated region, as is shown in Fig. 1. The visualizing particles are assumed to be uniformly introduced into the flow under study. The particles must be fairly small for the particle velocities to completely "track" the flow. These are usually particles of micron or even submicron size, just as in Doppler meters [10].

Laser radiation scattered by the particles is recorded with high-resolution photographic plates or by digital CCD chambers (CCD - charge-coupled device). Depending on the number of particles in a unit volume in the image plane this radiation forms either the images of individual particles or a speckle field. The particle displacement sought is determined by a cross-correlation analysis of two successive images. For this purpose the obtained image of the speckle field is broken into small subregions in each of which we compute the cross-correlation function in relation to the coordinates of the CCD chamber ( $m, n$ ):

$$
\begin{equation*}
R_{i j}(p, q)=\frac{M N}{(M-p)(N-q)}\left[\frac{\sum_{m=1}^{M-p} \sum_{n=1}^{N-q} I_{i}(m, n) I_{j}(m+p, n+q)}{\sum_{m=1}^{M} \sum_{n=1}^{N} I_{i}(m, n) I_{j}(m, n)}\right] \text {. } \tag{1}
\end{equation*}
$$

This function has a maximum for $p=p^{*}$ and $q=q^{*}$. It is the coordinates $p^{*}$ and $q^{*}$ that determine the average-over-the-subregion displacement of particles in the values of the cell size $d^{*}$. Thus, the modulus of the displacement vector can be computed from the relation $|\Delta \mathbf{d}|=d^{*} \sqrt{\left(p^{*}\right)^{2}+\left(q^{*}\right)^{2}} \mathfrak{M}=d^{*}|\Delta| \mathfrak{M}$, where $\mathfrak{M}$ is the coefficient of optical magnification of an image-forming optical system from a visualizing particle to a CCD matrix. The particle-image displacement $\left|\Delta^{\mathbf{2}}\right|=\sqrt{\left(p^{*}\right)^{2}+\left(q^{*}\right)^{2}}$ is determined with a very high degree of accuracy. The error of such determination can amount to units of a percent of the CCD-cell size $d^{*}$ due to the overdetermination of the system and the statistical character of computations from relation (1).

In investigating comparatively slow processes, in which we are able to "fix" the particle distribution in the image plane during a "short" exposure, we record the time order of images (speckle fields) and make a cross-correla-

[^1]tion analysis of the images corresponding to different instants of time $t_{1}, t_{2}, \ldots, t_{n}$. Computing the coordinates of the maximum of the cross-correlation function $R_{i j}=\left\langle I_{i} I_{j}\right\rangle /\left\langle I_{i}\right\rangle\left\langle I_{j}\right\rangle$, we determine the velocity vector sought in the subregion that is characterized by the indices $(p, q)$ from the relation
$$
\mathbf{V}(p, q)=\frac{\Delta \mathbf{d}(p, q)}{t_{j}-t_{i}}
$$

For superfast processes when the image of particles is "blurred" even during a "short" time interval, in analyzing the specklograms obtained we use an autocorrelation analysis enabling us to determine the contrast of the speckle field:

$$
\begin{equation*}
C_{i}=\frac{\sigma_{I_{i}}}{\left\langle I_{i}\right\rangle}=\frac{\sqrt{\left\langle I_{i}\right\rangle^{2}-\left\langle I_{i}^{2}\right\rangle}}{\left\langle I_{i}\right\rangle}=\sqrt{\left[\frac{1}{M N} \sum_{m=1}^{M} \sum_{n=1}^{N} I_{i}\right]^{2}-\frac{1}{M N} \sum_{m=1}^{M} \sum_{n=1}^{N} I_{i}^{2} / \frac{1}{M N} \sum_{m=1}^{M} \sum_{n=1}^{N} I_{i} .} \tag{2}
\end{equation*}
$$

The value of this contrast is dissimilar in different subregions of the specklegram and turns out to be in inverse proportion to the velocity of particles at the corresponding point of flow at the instant of exposure. It has been shown that from the value of this contrast one can determine the velocity of both a rough solid body illuminated by laser radiation [13] and a diffuse body in which the scattering particles move with dissimilar velocities at different points of space. Living biotissues the laser radiation in which is scattered by moving erythrocytes have been examples of such diffuse bodies [14].

Development of the PIV Technique. The "standard" PIV technique enables us to obtain the two-dimensional field of projections of the particle-velocity vector onto the image plane: $\mathbf{V}=\mathbf{V}(x, y)=V_{x} \cdot \mathbf{i}+V_{y} \cdot \mathbf{j}$ in both the laminar and turbulent flows $[15,16]$. To determine the third velocity component we must obtain two (or several) two-dimensional projections and display the two-dimensional vector field $\mathbf{V}=V_{x} \cdot \mathbf{i}+V_{y} \cdot \mathbf{j}+V_{z} \cdot \mathbf{k}$ sought, employing simple geometric constructions. Such a PIV method is called stereoscopic [17]. Special chambers enabling one to simultaneously record the projections of particle displacement onto different planes have been constructed at present for obtaining such information. Different scanning systems have been developed [18] and the capabilities of holography [19] and of the new three-dimensional laser Doppler anemometers [20] employing coherent optical processors of PIV pictures have been investigated for obtaining three-dimensional velocity distributions (see below).

PIV Measurements in Real Time. The development of digital technologies for putting images into a personal computer with the use of CCD chambers in combination with the progress made in cross-correlation analysis of PIV pictures and speckle fields has opened up fresh opportunities for diagnostics of gasdynamic flows on the basis of a digital PIV technique (DPIV) (see [10]). In the case of the employment of a "classical" photographic technique one carries out "instantaneous" recording of the particle distribution in the flow at two different instants of time on one negative, development of the negative, and subsequent optical analysis of the specklegram obtained with the aim of determining the average displacement of particles in each small (corresponding to a certain small region of flow) subregion ("subzone") of the negative. Finally, one determines the vector of flow velocity at each "subzone," whose number can be very large $\left(\sim 10^{6}\right.$ or more, see [11]). It is precisely this fact - the possibility of obtaining vast arrays of experimental information - that has determined the considerable progress made by the PIV technique in investigating combined turbulent flows whose analysis and description are possible only with statistical methods.

The evident drawback of photographic systems is that the negative is subjected to photographic development, which requires special conditions and time. The situation is fundamentally different in digital recording of speckle fields. In this case, the optical processing of a specklegram can also be replaced by its numerical cross-correlation analysis enabling one to determine the same parameter - the vector of the average displacement of speckles in each separated subzone of the speckleogram stored in the personal computer. When the "standard" CCD chambers with the number of cells $\sim 1000 \times 1000$ is employed, the dimension of the "subzones" can be $\sim 32 \times 32, \sim 64 \times 64$, or even $\sim 128 \times 128$. The number of elementary cells in each "subzone" remains sufficient for statistical averaging in computation of the cross-correlation function. Such computations on modern personal computers can be performed in a time interval between successive frames in recording digital images in TV standard (this interval is $40 \mu \mathrm{sec}$ at a frequency of 25 Hz ), which makes it possible to construct diagnostic systems in real time.


Fig. 2. Block diagram of the setup for digital speckle photography of fast processes (a) [1) speckle field; 2) IMASYS CCD chamber; 3) analog-to-digital converter of the videosignal ( 16 bits) + graphic map ( 2 Mb ); 4) personal computer]; b-e) examples of experimental results on investigation of a rotating disk (form of the rotating disk and results of data processing by cross-correlation and autocorrelation analysis); crosses in d, average displacement of the speckles over the period between exposures, curves, isolines of these displacements.

In the present work, we have realized a program of processing of images in "quasireal" time the computation and analysis of the cross-correlation function (1) according to which takes $\sim 300 \mu \mathrm{sec}$ on a medium-class personal computer (Pentium, 133 MHz ). The frequency of outputting the data processed to a monitor is about $1-2 \mathrm{~Hz}$, which is sufficient for direct visualization of comparatively low-frequency processes, for example, laminar flames or spatial and temporal changes in the surface bloodflow in vivo [14]. A block diagram of the system of digital recording of speckle fields at the Heat and Mass Transfer Institute is shown in Fig. 2a. The speckle field was generated in illumination of an opaque plate by laser radiation. A Melles Griot He-Ne laser of power 10 mW was used as the laser-radiation source. The speckle field produced was recorded by a CCD chamber (JAI Corp., Japan). The CCD chamber contains $768 \times 494$ sensitive cells located on a $6.45 \times 4.84-\mathrm{mm}$ matrix. In the case of the employment of this CCD chamber the time of exposure can vary from $1 / 60 \mathrm{sec}$ to $10 \mu \mathrm{sec}$. The recording frequency is 25 frames per second. The signal from the CCD chamber arrives at the analog-to-digital converter ( 16 bits) and the graphics card of the personal computer, having a memory of 2 Mb in size. The core memory of the computer ( 64 Mb ) is also employed. The images obtained were processed by two different methods in the regime of recording in quasireal time. In cross-correlation analysis, we calculated function (1) (its amplitude and coordinates of the maximum) from two successive frames. The computation result is output to the monitor, and the personal computer begins to process the next frames. In autocorrelation analysis, we calculate the constant of the speckle field in each subzone. The computation time is $\sim 100$
msec , which ensures the regime of quasireal time with a frequency of $\sim 10 \mathrm{~Hz}$. Examples of the results of processing of speckle fields are given in Fig. 2b-e. Figure $2 b$ and $c$ shows the images of the speckle fields obtained in "instantaneous" ( $10 \mu \mathrm{sec}$ ) and extended ( $1 / 60 \mathrm{sec}$ ) exposures respectively. In Fig. 2c, we clearly see the "blurring" of the speckle field, which leads to a change in its contrast, whose value, as has been noted above, is in inverse proportion to the average velocity of motion of the speckles at the analyzed point ("subzone"). Figure 2 d and e shows the results of the correlation analysis. The local displacements of the speckle field that have been obtained in analysis of the distribution of (1) are shown in Fig. 2d. The computed velocity profile is linear with a satisfactory degree of accuracy, which corresponds to the model of motion selected. The velocity is measured simultaneously at 88 points ("subzones"), which provides the two-dimensional information over the entire field of flow.

A somewhat lower degree of accuracy but a much higher time resolution are ensured in the single-exposure regime (Fig. 2e). The gray intensity on the black and white scale corresponds to the contrast of the speckle field in this figure. The data given here also show a linear increase in the velocity from the center to the periphery and can be used for both quantitative measurements (with a somewhat lower degree of accuracy than in the double-exposure regime) and direct visualization of the velocity field without subsequent processing of the data obtained.

Diagnostics of Two-Phase Flows. For two-phase flows PIV diagnostics is complicated by the presence, in the flow, of a dispersed phase the size and velocity of whose particles significantly differ from the corresponding parameters of the main phase. To unambiguously evaluate the vector velocity field in the probed region of the flow we must pre-separate the phases in the PIV pictures processed. For this purpose one usually uses the digital-filtration method [21] or the mask method [22], which allow good results in the case where the particles of the dispersed and main phases significantly differ in size. In the present work, we consider the heuristic method of detection of particles and evaluation of the coordinates of their centers and the method of selection of the images of particles by their size with the use of the likelihood function [23]. The methods for solving the problem of differentiation of signals and evaluating their parameters have been developed well in mathematical statistics [24]. In the case where a priori probability densities of the values of the estimated parameters are unknown one uses the method of the maximum of the likelihood function. According to this method, differentiation of the images resulting from the scattering of laser radiation on the particles of dissimilar phases is carried out based on the computation and comparison of their likelihood functions found under different assumptions made on the size of a particle image. In so doing (unlike the mask method), one imposes smaller limitations on the size of the particle images and the number of possible discrete values of this size.

Let us consider the problem of separation (selection) of particle images for two possible values of their size. We assume that a particle image is described by one of the two models

$$
\begin{gather*}
u_{k}\left(x, y, R_{k}\right)=\frac{U_{k}}{1+\left[\frac{\left(x-x_{k}\right)^{2}+\left(y-y_{k}\right)^{2}}{R_{k}^{2}}\right]^{N_{1}}},  \tag{3}\\
u_{k}\left(x, y, R_{k}\right)=U_{k} \exp \left\{-\left[\frac{\left(x-x_{k}\right)^{2}+\left(y-y_{k}\right)^{2}}{R_{k}^{2}}\right]^{2}\right\}, \tag{4}
\end{gather*}
$$

where $u_{k}\left(x, y, R_{k}\right)$ is the intensity distribution of the image of the $k$ th particle within a frame, $U_{k}$ is the maximum level of intensity of the image of the $k$ th particle, $x_{k}$ and $y_{k}$ are the coordinates of the center of the $k$ th particle, $R_{k}$ is the effective radius of the image of the $k$ th particle, and $N_{1}$ is the parameter of intensity distribution for the first model. The parameter $R_{k}$ is employed for estimation of the particle size and can take values of $r_{1}$ and $r_{2}$. The initial image is represented in the form of a matrix of discrete values of intensity. The size and range of values of the elements of this matrix are determined by the parameters of the digital CCD chamber employed for recording of PIV pictures. In developing the algorithm, we assume that additive Gaussian noise is superimposed on the image.

The procedure of separation of the phases of PIV pictures is as follows. At first we determine the coordinates of the centers of particle images and normalize their intensity levels. Thereafter, according to the criterion of the maxi-


Fig. 3. Selection of particle images by size, model (1).


Fig. 4. Selection of particle images by size, model (2).
mum likelihood ratio, we select the particle images by their effective radii $R_{k}$. The possible values of the radii $r_{1}$ and $r_{2}$ are assumed to be known. This constraint is not fundamental, since the radius as the information parameter of the model prescribed can be evaluated in advance by the method of the maximum likelihood function. The formal algorithm for estimation of the value of the effective radius of the image of the $k$ th particle has the form

$$
\begin{gather*}
R_{k}=\left\{\begin{array}{lll}
r_{1}, & \text { if } & q_{k}>1, \\
r_{2}, & \text { if } & q_{k}<1 ;
\end{array}\right.  \tag{5}\\
q_{k}=\frac{2 \cdot \iint_{S} \xi(x, y)\left[u_{k}\left(x, y, r_{1}\right)-u_{k}\left(x, y, r_{2}\right)\right] d x d y}{\iint_{S}\left[u_{k}^{2}\left(x, y, r_{1}\right)-u_{k}^{2}\left(x, y, r_{2}\right)\right] d x d y}, \tag{6}
\end{gather*}
$$

where $\xi(x, y)$ is the matrix of the initial PIV picture, $u_{k}\left(x, y, r_{1}\right)$ is the model of the image of the $k$ th particle with a $r_{1}, u_{k}\left(x, y, r_{2}\right)$ is the model of the image of the $k$ th particle with a radius $r_{2}, S$ is the region of location of the particle image in the frame processed, and $x$ and $y$ are the discrete values of the coordinates (in pixels) of the image elements.

Results of the Modeling of the Processing Procedure. Figures 3a and 4a show two models of the initial PIV picture of the cross section of a two-phase flow. After the procedure of digital processing described above, these pictures were subdivided into two parts. It is seen that the first part contains the images of large particles (Figs. 3b and $4 b$ ), while the second part contains the images of particles of small radius (Figs. $3 c$ and $4 c$ ). We have also determined the coordinates of the centers of particle images. This information can be used further for calculation of the field of particle velocity in the flow. We emphasize that the method enables us to select the images not only by size but also by the parameters of shape (for example, to differentiate between spherical particles and nonspherical ones). The efficiency of the method presented has been investigated and confirmed by processing of model and real PIV pictures.

Program of Processing of PIV Pictures. Universal programs have been created at present for processing PIV pictures but they cannot be used on a mass-scale basis because of the high cost. On the other hand, standard mathematical packages, such as MathCad, MathLab, LabView, and Maple based on which one can realize specialized programs of processing of PIV pictures obtained experimentally or by modeling, are widely used.

Among the positive aspects of such an approach are:
(a) the absence of the consumption of time by programming the interface;
(b) facilitated programming in high-level algorithmic languages;
(c) simple and rapid access to the standard and nonstandard mathematical functions and the help file;
(d) the open architecture of the program for data analysis.


Fig. 5. Methods of processing PIV pictures: a) autocorrelation method; b) cross-correlation method ( $\mathrm{FT}\left(\mathrm{FT}^{-1}\right.$ ), direct (inverse) Fourier transformation).


Fig. 6. Total image of two frames of the region of a two-phase flow which are taken with a time interval of $\Delta t=0.04 \mathrm{sec}$ and the reconstructed vector velocity field.

These advantages enable the experts engaged in this field to create additional modules, to easily and rapidly re-orient the initial algorithms to a specific problem, and to use the program in the training process. The disadvantage of such an approach is the absence of a built-in graphics editor and a module for input of videoinformation flow in most of the mathematical packages, and also the much greater consumption of computer time than in the case of the programs written in low-level specialized languages.

An analysis of PIV pictures involves determination of the displacement between two images of one particle over a known period of time, which makes it possible to calculate the flow velocity (as a vector quantity) at a given point. In most cases, such problems are solved by statistical methods of auto- or cross correlation, as has been described above. When the image is broken into polling areas, they can intersect to eliminate the uncertainties at the edges and change their dimensions for a more or less detailed analysis of the features of the flow. Figure 5 shows the operational procedure for finding the auto- or cross-correlation functions with the use of a fast Fourier transformation. The program developed is written in the MathCad 2001 mathematical package and consists of a set of modules performing different operations. The program allows for the pre-filtration of images by matrix methods; it is also possible to create one's own matrix filters. To obtain a series of frames one selects the portion of interest in the videorecord and carries out frame-by-frame recording in the form of a numbered series. The images are put into the program by explicit indication of the name of files. The user can carry out pre-processing of images (filtration, enhancement of contrast and brightness). As a rule, this is used for visual detection of the images of one particle. Next, the user prescribes the dimension of the polling area $N$ (it has an even value) and the degree of overlap of the polling areas $M$ (it has any value from 0 to $N$ ). It takes less than 20 sec to calculate the vector field for a $756 \times 256$ image with $N$ $=32$ and $M=8$ on a P4-1500 MHz computer. An example of the processing of a PIV record obtained in experiments with a routine videocamera is given in Fig. 6. It is noteworthy that in the program we have realized the possibility of determining the cross-correlation maximum with an error of up to tenths of a fraction of a pixel with the use of the corresponding approximation functions (there can be variants: quadratic, cubic, and Gaussian approximation functions).

Coherent Optical Processors in Systems of Dynamic Laser Anemometry. The problem of visualization of a three-dimensional spatial distribution of the velocity field in real time has not yet been satisfactorily solved. The


Fig. 7. Functional scheme of the experimental setup: 1) laser; 2) collimator; 3) laser knife; 4) compressed air; 5) cold air; 6) swirler; 7) personal computer; 8) optical processor; 9) hot air.
standard PIV methods have limitations related to the dependence of the measurement results on the spatial and temporal frequency of sampling and hence the concentration of visualizing particles introduced into the medium. The method of three-dimensional laser Doppler visualization and measurement in real time of the velocity field [25] which is based on the optical frequency demodulation of a light field is free of these disadvantages. The present section seeks to report the possibility of visualizing the velocity field in combined gas flows by the method proposed. Swirling (vortex) flow in a Ranque-Hilsch tube has been selected as the object of investigation. The great interest in such flows worldwide is due to the attempts at constructing an adequate physical model of energy separation in swirling flows.

A simplified diagram of the experimental unit [26] is shown in Fig. 7. The Ranque-Hilsch vortex tube represents a channel with a square cross section $\left(34 \times 34 \mathrm{~mm}^{2}\right)$ and transparent walls. Air enters the tube via a swirler. Cold air goes out through a hole at the center of the tube in the swirler plane ("cold" end of the tube). The "hot" end of the tube is manufactured in the form of a radial diffuser through which hot air goes out in radial directions. The operating regime of the tube is the same as in the measurements in [27].

The cross section under study was separated by a "laser knife." A He-Ne laser of power 15 mW operating in the principal mode was used as the source. The "laser knife" was formed in the plane orthogonal to the horizontal tube walls at an angle of $\sim 60^{\circ}$ to the tube axis. The optical axis of the processor forming the image of the flow cross section separated by the "laser knife" was oriented at an angle of $\sim 30^{\circ}$ to the "knife" plane. As follows from the geometry of light beams, correlated with the geometry of the tube, visualized was the spatial distribution of the veloc-ity-vector component in the direction determined by the sensitivity vector $\mathbf{K}$, which is equal to the difference of the wave vectors $\mathbf{k}_{\mathrm{s}}-\mathbf{k}_{\mathrm{i}}$, where $\mathbf{k}_{\mathrm{i}}$ is the wave vector of radiation forming the "laser knife" and $\mathbf{k}_{\mathrm{s}}$ is the wave vector of the scattered beam in the angular spectrum determined by the transmission band of the optical processor. The action of the optical processor has been described in [28]. The transfer function of the processor has a resonant form. The linear portion of the slope of the resonance amplitude-frequency characteristic of the processor is used as the discrimination curve. The mode structure of the processor is consistent with the mode structure of laser radiation. The image of the flow cross section under study is formed in the frequency-demodulated scattered light in the outlet plane of the optical processor. The intensity of the light field at each point of the image is a single-valued linear function of the projection of the velocity vector onto the direction of the sensitivity vector $\mathbf{K}=\mathbf{k}_{\mathrm{s}}-\mathbf{k}_{\mathbf{i}}$.


Fig. 8. Field of velocities of a swirling flow in the section adjacent to the hot end of the Ranque-Hilsch tube (a) and the reconstructed velocity distribution in the separated cross section (b). $x, y, \mathrm{~cm}$.

Indeed, the cross section of the medium under study illuminated by a light wave with a wave vector $\mathbf{k}_{i}$ is displayed at the outlet of the optical processor as the set of images of scattering optical inhomogeneities $\varphi(\xi, \eta) \delta(x-\xi, y-\eta)$, where $\xi$ and $\eta$ are the coordinates of the optical inhomogeneities in the cross-section plane $(x$, $y)$. Consequently, the frequency-demodulated image of the cross section separated by the "laser knife" with a wave vector $\mathbf{k}_{\mathrm{i}}$ can be described by the expression

$$
\begin{equation*}
\omega_{\mathrm{D}}(x, y)=\gamma \iint \mathbf{K} \mathbf{V}(\xi, \eta) \varphi(\xi, \eta) \delta(x-\xi, y-\eta) d \xi d \eta=\gamma \mathbf{K} \mathbf{V}(x, y) \varphi(x, y) \tag{7}
\end{equation*}
$$

where the integration is carried out over the entire separated cross section, $\omega_{\mathrm{D}}(x, y)$ is the Doppler frequency shift in the light forming the point $(x, y)$ of the image at the outlet of the optical processor, $\mathbf{V}(x, y)$ is the velocity vector at the point $(x, y)$, and $\gamma$ is the slope of the frequency discrimination characteristic of the processor. The factor $\varphi(x, y)$ corresponds to the function of scattering in the $\mathbf{k}_{\mathrm{s}}$ direction, which describes the initial image of the cross-section study not subjected to frequency demodulation. Then $\tilde{\omega}_{\mathrm{D}}(x, y)=\frac{\omega_{\mathrm{D}}(x, y)}{\gamma \varphi(x, y)}=\mathbf{K} \mathbf{V}(x, y)$ yields the distribution of the relative intensity of the frequency-demodulated image. It is seen that $\tilde{\omega}_{\mathrm{D}}(x, y)$ unambiguously represents the field of the velocity component in the $\mathbf{K}$ direction:

$$
\begin{equation*}
|V(x, y)|=\frac{1}{K} \mathbf{V}(x, y) \mathbf{K} \tag{8}
\end{equation*}
$$

Figure 8 a shows an example of the visualized velocity field [29] in the "laser-knife" plane. It is clearly seen that the velocity field contains vortex structures transformed in dynamics, including those in the form of double spirals. Figure 8 b gives the reconstructured distribution in the investigated cross section of the projections of the velocity vector $\mathbf{V}(x, y)$ onto the direction of the sensitivity vector $\mathbf{K}$. It is of interest to note that the double spirals in the field of optical phase density which were detected by the methods of Hilbert optics in 1997 [28] in the same tube in analogous flow regimes can be made to correspond to bispiral wave structures in the velocity field. Since the distribution of the phase optical density is determined by the pressure and temperature, this similarity points to the relationship of the dynamic spatial fields of pressure, temperature, and velocities in such surprising configurations observed for the first time. The method of laser Doppler visualization of the velocity vectors in the three-dimensional coordinate basis has been substantiated theoretically and experimentally in [30]. These methods represent a new trend in optical measuring techniques oriented toward use in experimental hydro- and aerodynamics and in industrial technologies related to the need for nondisturbing testing of the spatial distribution of kinematic parameters in moving media.

Real-time visualization of dynamic velocity fields makes it possible to study unsteady space-time distributions of kinematic parameters, which is a necessary condition for the creation of adequate physical models in solution of fundamental problems of hydro- and gasdynamics.

## CONCLUSIONS

New PIV systems substantially extend the capabilities of laser anemometry in quantitative diagnostics and visualization of combined three-dimensional unsteady and multiphase flows. Change-over to digital technologies and direct optical processing of PIV pictures enables one to organize the monitoring of the processes investigated in real time, which opens up vast prospects for reduction of PIV systems to the practice of scientific and technological measurements.
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## NOTATION

$C_{i}$, constant of the speckle field in the $i$ th subregion; $d^{*}$, linear dimension of the CCD cell, $\mathrm{m} ; \Delta \mathbf{d}$, vector of displacement of visualizing particles, $\mathrm{m} ; I_{i}(m, n)$, radiation intensity at the $i$ th instant of time at the CCD-chamber cell characterized by the coordinates $(m, n), \mathrm{W} / \mathrm{m}^{2} ; \mathbf{i}, \mathbf{j}$, and $\mathbf{k}$, unit vectors; $\mathbf{K}$, sensitivity vector, $\mathrm{m}^{-1} ; \mathbf{I}$ and $\mathbf{I}^{*}$, matrices; $(m, n)$, coordinates of the cell in the CCD matrix; $M$ and $N$, dimension of the CCD matrix; $N_{1}$, parameter of intensity distribution for the first model; $(p, q)$, running coordinates of the function $R ;\left(p^{*}, q^{*}\right)$, coordinates of the maximum of the function $R ; r$, particle size, $\mathrm{m} ; R$, cross-correlation function; $R_{k}$, effective radius of the image of the $k$ th particle, $\mathrm{m} ; r_{1}$ and $r_{2}$, values of the variable $R_{k}, \mathrm{~m} ; S$, region of location of the particle image in the frame processed; $\Delta \mathbf{S}$, displacement vector, m (see Fig. 1); $t$, time, sec; $u_{k}$, intensity distribution of the image of the $k$ th particle within a frame, $\mathrm{W} / \mathrm{m}^{2} ; U_{k}$, maximum level of intensity of the image of the $k$ th particle, $\mathrm{W} / \mathrm{m}^{2} ; \mathbf{V}$, velocity vector, $\mathrm{m} / \mathrm{sec} ; V_{x}, V_{y}$, and $V_{z}$, projections of the velocity vector, $\mathrm{m} / \mathrm{sec} ; x, y, z$, coordinates, m (or pixel); $\alpha$, angle between the vectors $\mathbf{k}_{\mathrm{i}}$ and $\mathbf{k}_{\mathrm{s}}$, rad; $\xi(x, y)$, matrix of the initial PIV picture; $\varphi(\xi, \eta)$ and $\delta(x-\xi, y-\eta)$, sets of images of the scattering optical inhomogeneities; $\omega_{\mathrm{D}}(x, y)$, Doppler shift of frequency, $\sec ^{-1} ; \tilde{\omega}_{\mathrm{D}}$, relative distribution of the frequency-demodulated image; $\langle\ldots\rangle$, average value of the quantity. Subscripts: i, incident; s, scattering.
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